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Abstract

The joint modeling of image and textual content is
even more important now because of the the avail-
ability of large databases of image-rich web pages
and the tagging phenomenon. Much of the cur-
rent work focused on one-way association (image
to text or tags). The association is often captured
by building a model with hidden variables. In this
paper, we propose a simple model based on random
walks on bipartite graphs for joint modeling of im-
age and textual content. We show its effectiveness
for several tasks — automatic image annotation, tag
association, tag localization, and spurious tag de-
tection. Such random walk models are useful for
other tasks such as web search.

1 Introduction
The availability of image data with associated text is now very
common. Images on the Internet occur in the context of web
pages. The text surrounding an image is usually a good de-
scription of the image content. In addition, users of sites such
asflickr.com contribute tags to describe each photo. All
such data can be used to learn the joint statistics of visual and
linguistic content and can be used for tasks such asautomatic
image annotation, tag localization, tag clustering, etc.

In this paper, we describe a new model for text–image con-
tent associations. We use the “bag of visual words” paradigm
to describe visual content and bipartite graphs to model as-
sociations between linguistic and visual content. Using this
model it is possible to

1. provide descriptions for new images (automatic image
annotation)

2. detect tag associations

3. locate image regions with descriptions

4. detect spurious tags

This paper is organized as follows. Section 2 provides an
overview of the related work. Section 3 discusses the bipar-
tite graph model. Section 4 presents the experimental results
on two databases. We conclude the paper with a critical dis-
cussion on the proposed technique.

2 Related Work

Joint keyword–image modeling has a relatively short but rich
history. Two important issues in joint modeling are: image
representation and the statistical modeling. Images are repre-
sented as either collections of blobs[Barnardet al., 2003] or
as collections of salient points[Boschet al., 2006]. Each blob
is described by features – color and texture vectors. There are
several techniques for detection of interest points[Schmidet
al., 2000]. Interest points are usually represented by Scale
Invariant Feature Transform or SIFT[Lowe, 2004]. The fea-
ture vectors are often vector quantized for representational
simplicity. The vector quantized features are a form of “vi-
sual word” and then the joint modeling problem is a machine
translation problem[Duyguluet al., 2002].

Once the representational issues are taken care of, there are
several choices for the statistical modeling itself. Some of the
statistical models described in the literature are Probabilistic
Latent Semantic Indexing[Hofmann, 1999], Latent Dirichlet
Allocation[Blei et al., 2002], Correspondence LDA[Blei and
Jordan, 2003], Bernoulli model[Fenget al., 2004], and 2D
HMMs [Li and Wang, 2003].

To make things concrete, we describe one such model –
Gaussian-Multinomial LDA. Letrn be the region descriptors
andwm the caption words. Letθ be the Dirichlet random
variable generating the latent factors or “topics”. The latent
factors themselves are represented byzn andvm. Note that
there are two sets of hidden variables — one for region de-
scriptors and one for caption words. Then the joint distribu-
tion of image regions, caption words, and the latent variables
is given by[Blei and Jordan, 2003]

p(r, w, θ, z, v) = p(θ|α)(
N∏

n=1

p(zn|θ)p(rn|zn, µ, σ))

×(

M∏

m=1

p(vm|θ)p(wm|vm, β)).

whereN is the number of regions,M the number of words,
µ andσ the means and variances of the Gaussians used to
model image features,β the parameter for the multinomial
distribution used for generating words. Estimation of the la-
tent variables is usually complex. The next section introduces
a simple parameterless model for joint modeling.
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Figure 1: Bipartite graph model. The two partitions corre-
spond tolinguistic wordsandvisual words. The two parti-
tions are denoted by superscriptsL andV in the main text.
The sizes of the two partitions areM andN respectively. If
π is an(M + N)× 1 probability vector over the nodes of the
graph, we writeπ = [πL πV ] whereπL is anM × 1 andπV

is anN × 1 probability vector corresponding to nodes in the
partitionsL andV respectively.

3 Bipartite graph model
We use the “bag of visual words” approach for representing
image content. We start with a database of images and asso-
ciated keywords. We perform salient-point detection on each
image, describe the salient points through SIFT descriptors,
and represent each descriptor by VQ codebook index. We
thus have a set of linguistic and visual words for each image.

We construct a bipartite graph with linguistic words as one
partition and visual words as the other. (See Figure 1.) There
is an edge between a linguistic wordw and a visual wordv
if w is used to describe an image in whichv occurs. Each
edge is labeled with a probability proportional to the num-
ber of times the visual wordv occurs in the image. The edge
probabilities are normalized in the usual manner. (The sum of
edge probabilities at any node is 1.) We perform random walk
on this bipartite graph and the stationary distribution is rep-
resented asπ0. If PA is the connection diagram or transition
matrix of the bipartite graph, then the stationary probability
π0 is given by

π0 = PAπ0.

π0 has two components:πL
0

(stationary distribution over lin-
guistic words) andπV

0
(stationary distribution over visual

words). This corresponds to classical notion of stationary
probability.

To find visual words associated with a given linguistic
word w, we perform random walk starting at the node cor-
responding tow and with restart probability λ > 0. The
notion of random walk with restarts for bipartite graphs was
introduced by Sunet al. [Sunet al., 2005]. The stationary
distributionπ0 is independent of the initial probability for er-
godic Markov chains.

Now assume that we want to restart at a linguistic wordw
with probabilityλ. Let qw be a vector with 1 at the position

corresponding tow and 0 at other positions. The stationary
probability of the random walk with restarts is given by[Sun
et al., 2005]

πw = (1 − λ)PAπw + λqw.

Note that the stationary probability with restarts depends
on the initial statew. We can writeπw as [πL

w πV
w ] corre-

sponding to the two partitions. We use this to find several
associations – linguistic word to visual word associationsand
associations between linguistic words themselves.

A note on the general strategy for finding associations fol-
lows. Assume that we are interested in associations between
linguistic words and visual words. We expect visual words
which have high values inπV

w to be associated withw. This
is true for large sparse graphs. The graphs constructed in the
experiments reported in this paper are small (less than 2000
nodes) and dense. SoπV

w is “biased” by the dense connec-
tivity of the graph despite restarts atw. Assuming thatπV

0

captures the “bias”, we useπV
w − πV

0
to measure association

of visual words withw.

Word to visual word association: To find the visual words
associated withw, we threshold the values ofπV

w − πV
0

.
This gives the visual words most strongly associated
with w. We callπV

w − πV
0

the association strengthor
association scoreof the visual words with the linguistic
wordw.

Word associations: πL
w −πL

0
is a measure of associations of

linguistic words withw. Using this, we can capture the
scene similarity between linguistic words.

Word to visual word associations can be used for region la-
beling and detecting spurious labels. The following section
contains the details.

4 Experiments
We have used two different databases in our experiments. A
brief description of these follows. We used Harris corner de-
tector for salient point detection. The 128-dimensional SIFT
descriptor was used to describe the salient points. The SIFT
descriptor captures texture information around the keypoints.
We did not use any color descriptor.

FP database: The 13-category database is used in[Fei-Fei
and Perona, 2005]. This consists of images belonging
to 13 categories: bedroom, suburb, kitchen, livingroom,
coast, forest, highway, insidecity, mountain, opencoun-
try, street, tallbuilding, and office. The database has a
total of 3859 images. The images are in gray scale with
an average size270 × 246. The images in the database
fall into two higher-level categories: natural (coast, for-
est, mountain, opencountry) and human-made (others).
We used 1300 images (100 per category) for training and
the remaining 2559 for testing.

The training images altogether contained approxi-
mately 425, 000 salient points and these descriptors were
vector quantized to 1024 visual code words (centroids)
using the LBG technique[Lindeet al., 1980].

UW database: The second database is from University of
Washingtonhttp://www.cs.washington.edu/



research/imagedatabase . This database con-
sists of approximately 1500 images. The images belong
to 21 classes: arborgreens, australia, barcelona, cam-
bridge, campusinfall, cannonbeach, cherries, columbi-
agorge, football, geneva, greenlake, greenland, indone-
sia, iran, italy, japan, leaflesstrees, sanjuans, springflow-
ers, swissmountains, and yellowstone. The images are
annotated using keywords such as trees, sky, etc. Un-
like FP database, each image is annotated with multiple
keywords. Annotations exist for 1109 images. We used
917 images for training and 94 for testing.1 The average
image size is778 × 554.

For this database too, we used the Harris corner de-
tector and SIFT descriptor. Since the images are large
in size, the training images contained approximately 2
million salient points. Out of these, 200,000 descriptors
were randomly chosen as training vectors for obtaining
the vector quantization codebook using the LBG tech-
nique. This was done to speed up the VQ calculations.
The number of visual words were 2048.

We performed four different experiments: predicting simi-
lar keywords based on associated common visual words, au-
tomatically predicting the category of an image based on vi-
sual words, labeling regions of an image, and detecting spu-
rious tags. These are described in the following subsections.

4.1 Keyword association
Keywords used to describe similar images are related. We
demonstrate this over the 13-category database. Each im-
age is described by one keyword and the keywords are dis-
joint. So any relation between keywords is inferred through
image content similarity. Figure 2 shows the association of
keywords as given by the bipartite graph model. We display
association score (πw −π0) for w =“bedroom”, “forest”, and
“mountain”. For the keyword “bedroom”, the keywords with
high association scores are: “kitchen”, “livingroom”, and“of-
fice”. For “forest”, these are “opencountry” and “mountain”.
For “mountain”, the associated keywords are “coast”, and
“suburb”.

4.2 Automatic annotation
In the previous subsection, we associated the keywords with
each other. We can also associate keywords and visual words.
We first find the association scores of visual words with a
given keyword. Figure 3 shows the association scores for
“bedroom”. We choose words which are higher than a thresh-
old. Let W be the keyword and letAW be the set of visual
words which are associated withW . For a test imageI, let
VI be the set of visual words that occur inI. |VI ∩ AW | is a
measure of howW describesI.

1All the experiments reported in the paper used Harris corner
detector. Some experiments, not reported here, used the Harris-
Affine detector. For sake of comparison, out of 1109 images
which have annotations, we eliminated images that had no keypoints
detected by the Harris-Affine detector. We used Linux binaries
from http://www.robots.ox.ac.uk/ ˜ vgg/research/
affine/ for both Harris corner detection and Harris-Affine salient
point detection.
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Figure 2: Association strengths for keywords: bedroom, for-
est, and mountain. Other keywords with high associaiton with
the chosen keyword have high association stregths.
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Figure 3: Association scores of visual words with “bedroom”.

The test set contains 2559 images from the FP database.
For each of the categories “bedroom”, “mountain”, and “sub-
urb” we rank ordered the the test set based on the above score.
Based on this ranking, thedepth vs recallis shown in Fig-
ure 4.

4.3 Region annotation

We use the UW database for a region annotation task since
each image has multiple annotations and there is no explicit
association of the keywords with image regions. The task is
to associate each keyword with image regions in anunsuper-
visedmanner.

We used 917 training images for constructing the bipartite
graph. The stationary distribution of this graph is shown in
Figure 5. For the linguistic word “tree”, the associated proba-
bilities are shown in Figure 6 and the difference of the two in
Figure 7. Visual words which have high scores are selected
from this data. These visual words are the visual correlatesof
“tree”.

The visual words corresponding to “tree” on a test image
are highlighted in Figure 8. The same figure contains a exam-
ple for “building”. Figure 9 shows the occurrences of “build-
ing” visual words on the tree image and “tree” visual words
on the building image. The occurrences are few in number.
The positive examples (Figure 8) show salient points on an
image corresponding to the correct keyword label, while neg-
ative examples (Figure 9) show visual words that are essen-
tially false positives.
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Figure 5: Stationary probability of the underlying Markov
chain for the University of Washington dataset. Only the
probabilities correspond to visual words (πV

0
) are shown.
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Figure 6: Stationary probability for the word “trees” (πV
trees).
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Figure 7: Association scores (πV
trees − πV

0
) for the linguistic

word “trees”. (University of Washington dataset)
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Figure 10: Spurious tag detection. The association scores of
visual words with a tag that is used to describeall the images.
The association scores are small. See Figure 7 for compari-
son.

4.4 Spurious tag detection

Often, tags used to describe an image are not about objectsin
the image butabout the image itself. Tags like “Tokyo” do
not describe anything in the image; they are about the image.
We provide a framework for detecting such tags. We added a
spurious tag toall the images in the University of Washington
dataset. Figure 10 shows the association score for this tag.
For ease of comparison, the axes scales are the same as that
of Figure 7. The association scores are small for the spurious
tag because the tag is not consistent with any one category.

5 Discussion

In this paper, we have proposed a model for image-keyword
associations based on bipartite graphs. The results show
that the model performs well on several tasks. Since ran-
dom walks on graphs are the backbone of modern Internet
search[Brin and Page, 1998], it is likely that the technique
scales well to very large datasets. Before large scale exper-
imentation, a systematic study on the effect of various pa-
rameters like — sparse versus dense description, use of color,
effect of number of visual words — is required.
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Figure 8: Annotation regions for “tree” (Left) and “building” (Right). (Left) The visual words in a test image corresponding to
linguistic word “tree” are by black circles. (Right) The visual words for “building” highlighted on a test image.

Figure 9: ”Cross words”. (Left) “Building” visual words on tree image. (Right) “Tree” visual words on building image. There
are 12 occurrences of “building” visual words on the tree image and 4 occurrences of “tree” keywords on the building image.


